Assimilation of GPM Microwave Imager Clear-Sky Radiance in Improving Hurricane Forecasts

The Global Precipitation Measurement (GPM) mission is a constellation-based satellite mission initiated by National Aeronautics and Space Administration (NASA) and the Japan Aerospace Exploration Agency (JAXA). Building upon the success of its predecessor, the Tropical Rainfall Measurement Mission (TRMM), GPM aims to unify and advance the next-generation precipitation measurement from a constellation of both research and operational satellites (Hou et al. 2014).

Launched on February 28, 2014, the GPM core observatory is equipped with the first spaceborne dual-frequency precipitation radar, the DPR, and a conical-scanning multichannel microwave imager, the GMI. Specifically, GMI not only inherits the nine channels of TRMM Microwave Imager (TMI) to detect heavy to light precipitation but also includes four additional high-frequency channels (166 GHz and 183 GHz) to improve sensitivity to snowfall detection.

GMI at least doubles the spatial resolution of the channels in TMI and is of the highest resolution among the group of GPM constellation satellites. Furthermore, the outstanding calibration of GMI also serves as the calibration reference for the inter-calibration of other microwave imagers in the GPM constellation to ensure a physically consistent brightness temperature. Through improved measurements of rain and snow, GPM provides new observations of hurricanes and typhoons as they transition from the tropics to mid-latitudes (Skofronick-Jackson et al. 2017).
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Assimilation of satellite radiance observations in the numerical models had been known to be able to significantly reduce error in numerical weather prediction, specifically over regions where conventional observations are sparse (Derber and Wu 1998; McNally et al. 2000; Bauer et al. 2006). Tropical cyclone (TC) forecasting, in particular, benefits greatly from the large spatial coverage over oceans and high temporal resolution of satellite observations. Meanwhile, it is found that satellite microwave imagery such as TMI is particularly useful for understanding moist processes associated with hurricanes, owing to its unique capability in depicting precipitation structure and moisture processes (e.g., Pu et al. 2002; Hou et al. 2004). Because of the numerous improvements that GPM brings along, it is expected that assimilating GMI radiances could result in positive impact on hurricane track and intensity forecasts.

As a highly collaborative effort, in this study we examine the impact of assimilating GMI clear-sky radiance on hurricane track and intensity forecast with the Hurricane Weather Research and Forecast (HWRF) model (Gopalakrishnan et al. 2011; Tallapragada et al. 2015) and the National Centers for Environmental Prediction (NCEP) Grid Point Statistical Interpolation (GSI)-based hybrid ensemble three-dimensional variational (3DVar) data assimilation system (e.g., Wang et al. 2013). In the GSI system, the Community Radiative Transfer Model (CRTM; Han et al. 2006) developed by the Joint Center for Satellite Data Assimilation (JCSDA) is used as the radiative transfer component of the observation operator to achieve direction assimilation of radiance. The numerical experiments used the HWRF version 3.7 (Tallapragada et al. 2015) with a three-level nested domain at 18 km, 6 km, and 2 km horizontal resolution.

**Experiments and Results**

The numerical experiments assimilated GMI Level 1C-R common calibrated and co-registered high-frequency and low-frequency brightness temperature data. A two-step bias correction approach, which combines a linear regression procedure and variational bias correction (BC) was used and found to be efficient. Specifically, a rough estimation of the BC coefficients is computed using a linear regression on a representative set of observations minus forecasts (O-F) derived from multiple days (e.g., 14 days) of GMI overpasses in the region of interest (e.g., the region of tropical cyclone evolves). This rough estimation of coefficients is then treated as an initial guess for a variational BC inside of GSI through an iteration process over a short period of data assimilation cycles (e.g., following Zhu et al. 2014) to obtain the temporal variation of the coefficients. It is found this two-step approach speeds up the convergence of BC coefficient as it offers a better initial guess of BC coefficient through the linear regression (Yu et al. 2017). Figure 1 shows sample results with the observation minus first guess (O-F) before and after the BC, as well as a histogram of the first-guess departure before and after BC, revealing that after BC, O-F distribution becomes less biased with a normal distribution around zero.

The quality control for GMI clear-sky radiance in the GSI data assimilation system uses two parameters associated with cloud liquid water (CLW) and cloud ice, and three parameters associated with surface emissivity. For clear-sky data satellite radiance assimilation, almost all the data over the hurricane inner core region were rejected by the QC process.
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To demonstrate the impact of assimilation of GMI clear-sky radiance on hurricane track and intensity forecasts, two notable recent hurricane cases, Hurricane Joaquin (2015) and Hurricane Matthew (2016), were chosen as case studies. For Hurricane Joaquin, the mature phase during its hairpin turn is emphasized. The model is spun up at 00 UTC October 1, 2015, and the cycled data assimilation is performed from 0600 UTC October 1, 1800 UTC October 1, 0200 UTC October 2, and 0600 UTC October 2, 2015.

(continued on page 4)
tion is performed from 1800 UTC September 27 to 0000 UTC September 29, 2016. For its mature phase, the model is spun up at 1800 UTC October 2, 2016, and the cycled data assimilation is performed from 0000 UTC October 3 to 1200 UTC October 4, 2016.

Figure 2 reveals a comparison of the aggregated track forecasts between the control experiment without assimilation of GMI data (CTRL1) and the experiment with the assimilation of GMI data (GMI1) during the cycling periods from 0600 UTC October 1 to 1800 UTC October 2, 2015. It is obvious that the control experiment shows systematic biases of forecast tracks toward the northwest side of the best track during the hairpin turn of Joaquin. In contrast, the experiment with GMI data assimilation shows a greater reduction in the track biases. Track errors of CTRL1 exceed 200 km after 30 hours of the forecast, while GMI1 retains a track error of less than 140 km throughout the entire 72-hour forecast period. The 60-hour mean track error for CTRL1 and GMI1 is

Figure 2: Comparison between NHC best track (black curve) with track forecasts (colored lines) of Hurricane Joaquin from the seven 6-hourly analysis/forecast cycles for (a) CTRL1 (without GMI data assimilation) and (b) GMI1 (with GMI data assimilation) from different initial times (as listed in the legend). (c) is the 60-hour mean track error averaged over the forecasts started from seven analysis-forecast cycles during the mature phase of Joaquin (6-hourly from 0600 UTC October 1 to 1800 UTC October 2, 2015), for CTRL1 (red) and GMI1 (blue).
GMI1 (as shown in Figures 2a and b), averaged for all 7 cycles is compared against the NHC best-track data (Figure 2c). A consistent improvement in the track forecast is seen after the assimilation of GMI data, with a roughly 20 percent reduction in track error overall.

Compared to Joaquin, Hurricane Matthew exhibited less uncertainty in its track throughout its life cycle. The track forecast of Matthew during its genesis phase has small uncertainty. Assimilating GMI clear-sky radiance does not have a significant impact on the track forecast (not shown). Figure 3 shows a comparison of the minimum sea level pressure forecasts between the experiments without (CTRL2) and with (GMI2) GMI data assimilation from different forecast lead times at the genesis phase of Matthew. Figure 3 displays the mean of 60-h minimum sea-level pressure and maximum wind forecast errors. Overall, during the genesis phase of Matthew, the assimilation of GMI data results in consistent positive impacts on both minimum SLP and maximum wind for the first 48-hour forecast.

The mature phase of Matthew exhibits small uncertainty in both track and intensity forecasts. The assimilation of GMI clear-sky radiance has a neutral impact for the mature phase of Matthew (not shown).

Discussion
Hurricane Joaquin in 2015 and Matthew in 2016 are used as case studies to evaluate the impact of assimilating GPM-GMI clear-sky radiance on hurricane analysis and forecasts. It is found that assimilation of GMI clear-sky radiances results in a positive or neutral impact on track and intensity forecasts.

For the mature phase of Joaquin, assimilating GMI radiance results in significant improvement in the track forecast, especially during its hairpin turn. Further di-
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agnosis (Yu et al. 2017) indicates that more realistic interaction between the simulated hurricane vortex and the nearby mid- to upper-level trough is represented in the experiment with the assimilation of GMI clear-sky radiance. The impact on the intensity forecast of the mature phase of Joaquin, on the other hand, is relatively modest. This is mostly because clear-sky radiance observations occur away from the inner-core region of the hurricane.

For the genesis phase of Matthew, forecast results show that assimilating GMI radiance improves the intensity forecast, especially during the first 48-hour forecast. Close examination of the forecast result using GFS analysis shows that assimilating GMI clear-sky radiance improves the forecast of mid- to lower-level cold air aggregated on the northeast side of the storm, which causes Matthew’s intensification to slow down. Using GFS analysis as reference, the overall root-mean-square-error statistics show a clear improvement of GMI data assimilation in temperature throughout the entire troposphere and in low- to mid-level specific humidity in the near-hurricane environment (radius less than 500 km), even when other microwave imagers are present (e.g., AMSU-A, ATMS, MHS, etc.). Detailed results are documented in a journal paper submitted to *Monthly Weather Review* (Yu et al. 2017).

The ongoing and future efforts are emphasized on the 2017 and future hurricane seasons in a quasi-operational environment. In addition, all-sky radiances data assimilation with GMI is under development.

Vijay Tallapragada (Environmental Modeling Center, NCEP/NOAA)
Jianjun Jin (Goddard Earth Sciences Technology and Research, Universities Space Research Association)
Will McCarty (Global Modeling and Assimilation Office, NASA Goddard Space Flight Center)
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Satellite Radiance Data Assimilation Impacts within the Operational Hourly Updated Rapid Refresh

Successfully assimilating satellite radiance data within rapidly updating regional models poses many challenges due to a number of factors. The very short observation cutoff time (~35 minutes) and the long data latency (especially for polar-orbiter satellite data), the limited domain size, and typically low model top (relative to global models) all combine to reduce the amount of satellite data coverage and reduce the effectiveness of the bias correction scheme, often leading to limited positive impact from these data in regional models. Noting these challenges, we report on retrospective testing associated with the satellite data assimilation package that was included with the RAPv3 operational implementation package running operationally at the National Centers for Environmental Protection (NCEP) since August 2016. The package included a number of new satellite data types and use of the Regional ATOVS Retransmission Services (RARS, short latency direct readout, WMO 2009) data. In a future article, we will report on more recent studies for the RAPv4 implementation, scheduled for early 2018, which include even more satellite data types and direct broadcast data.

For RAPv3—NOAA’s Rapid Refresh version 3—we developed a series of radiance updates and tested their effectiveness for better radiance assimilation within the Rapid Refresh (RAP, Benjamin et al. 2016, hereafter B16). These radiance updates included using the RARS direct-readout data to reduce the real-time data latency, channel selection to remove the high peaking channels (also ozone channels) to reduce the adverse impact from the relatively low model top, and the usage of enhanced variational bias correction with cycling developed by NCEP (Zhu et al. 2014) to obtain a more robust, efficient, and stable radiance bias correction procedure. These settings/updates for improved satellite radiance assimilation with an hourly model were implemented in RAPv3 at NCEP in August 2016.

To evaluate the impact of real-time radiance data within RAP, five month-long (May 1-31, 2013) retrospective RAP hourly runs were completed, a control run (CNTL) and four data-denial runs. These runs were started at 0300 UTC on May 1, 2013. An 18-hour forecast was produced at each full cycle. The control run assimilated all operational real-time conventional and satellite radiance data sets as used in RAP version 3. All available conventional data—which include radiosondes, NOAA profiler, Velocity-Azimuth Display (VAD) winds, aviation routine weather report (METAR; surface), buoy/ship, mesonets, Global Positioning System (GPS)-derived precipitable water, and satellite-derived atmospheric motion vector (AMV) winds—were assimilated in the CNTL (see Table 2). Satellite radiance data included in the CNTL were data from the Advanced Microwave Sounding Unit (AMSU-A), the Microwave Humidity Sounder (MHS), and the High-resolution Infrared Radiation Sounder (continued on page 9)
RARS data are used for radiance transmission for these RAP experiments. In this study, the RARS data are applicable to AMSU-A and MHS data on NOAA-18, NOAA-19, METOP-A, and METOP-B satellite planforms. Four data-denial experiments were performed, including RARS, all-radiance, aircraft, and radiosonde denial. Table 1 shows the list of these five retrospective runs with observation types withheld. The RARS data-denial experiment (removing the RARS direct readout radiance data only; all other data retained as with CNTL) was used to evaluate the added impact from the real-time RARS data as well as to pre-evaluate the benefits from future direct readout data. The all-radiance data-denial run (removing all radiance data, including RARS data) was used to evaluate the overall impact from radiance data within RAP. This also showed the impact from radiance data within the operational RAP, the RAP version 3. In order to show the relative impact of radiance data on other observations, two more data-denial runs were conducted, one for aircraft (including temperature, wind, and relative humidity) and one for radiosonde (including temperature, relative humidity, wind, and surface pressure).

All the four data-denial experiments can be compared with the CNTL through the radiosonde verification for temperature, relative humidity, and wind. We evaluate the data impact through the comparison of all four data-denial experiments with the CNTL as verified against the available rawinsonde data in the RAP domain over a one-month period. In these data-denial experiments, we compare forecast results of the CNTL when all data are used against the selective denial of certain data classes as noted in Table 1. A positive impact of a data source thus indicates that the CNTL, with that data type present, produced better forecasts than the experiment in which that data type was not used. The metric for the quantitative impact of a data source is normalized reduction in root-mean-square error (RMSE)—that is, 

\[
\frac{\text{EXPT} - \text{CNTL}}{\text{CNTL}}
\]

where EXPT is the RMSE of the experiment in which the given data type is not used and CNTL is the RMSE of the control experiment in which all data are used. (More details about the normalized percentage impact can be found in Benjamin et al. 2004.)
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First, we look at the impact from the RARS data and from all-radiance data. Figure 1 shows the normalized 1–18 hour forecast RMSE reduction (against radiosonde data, 1000–100 hPa averaged) of RARS data-de-nial (blue) and all-radiance data-denial (red) runs compared with the CNTL, respectively. We note that since the 6-hour and 18-hour forecasts are initialized at times that have the longest interval since the introduction of Global Forecast System (GFS) information, which occurs at the end of each partial cycle (0900 UTC and 2100 UTC, see B16, section 2 for more details), the strongest data impact should be anticipated for these forecasts. It can be seen that radiance data have a very consistent small positive impact for all variables (temperature, relative humidity, and wind) and for all forecast lead times (1–18 h), with confidence at the 95 percent level. For temperature, the normalized impact is from 0.7 percent–1.6 percent; 1-hour and 18-hour forecasts have the biggest impact, nearly 0.01 K and 0.025 K RMS error reduction. For relative humidity, the normalized impact is from 0.7 percent–1.1 percent; 6-hour and 18-hour forecasts have the biggest impact, nearly 0.25 percent and 0.3 percent RMS error reduction. For wind, the normalized impact is from 1.0 percent–1.6 percent; 6-hour and 18-hour forecasts have the biggest impact, nearly 0.06 m/s and 0.07 m/s RMS error reduction. The real-time RARS data alone also have positive impact, with averaged normalized impact of 0.3–0.9 percent for temperature, 0.2 percent–0.3 percent for relative humidity and wind. Depending on variables and forecast hours, it is noted that use of the RARS data contributes about 10–35 percent of the data impact from all-radiance data. It
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is also expected that other future low data latency direct readout/broadcast data and/or low latency geostationary data could contribute significantly if used within RAP.

Next, we examine the forecast lead-time evolution of the all-radiance data impact from different atmospheric layers (surface and boundary: 1000–800 hPa; middle troposphere: 800–400 hPa, and upper troposphere to lower stratosphere: 400–100 hPa). Figure 2 shows the normalized RMS error reduction (against radiosonde data) for these three layers from including the all-radiance data. It can be seen that for temperature (upper-left panel), the largest normalized impact came from the 400–100-hPa layer, with the biggest normalized impact more than 2 percent at some forecast times. For relative humidity (upper right), the largest impact systematically came from the 800–400-hPa layer with a normalized impact of more than 1.5 percent. For wind (lower left), the biggest impact came from the 400–100 hPa with the biggest normalized impact of more than 2.5 percent.

Finally, to calibrate radiance data impact in RAP, two additional data-denial (aircraft and radiosonde data-denial) experiments were conducted. Figure 3 illustrates the normalized RMSE reduction (100–1000 hPa mean) from the all-radiance denial run (red), radiosonde denial run (blue), and aircraft denial run (green). Similar to results from James and Benjamin (2017), aircraft data have the largest impact (14 percent for temperature, more than 2 percent for relative humidity, and 8 percent for wind) among these three data sets. The impact from radiance data and radiosonde data is relatively (continued on page 12)
small compared with the impact from aircraft data, especially for temperature and wind. Radiance data impact is comparable with (sometimes superior to) the impact from radiosonde data.

Satellite radiance data have been shown to have small but consistent positive impact with significance for the hourly updated RAP model system. Currently, we are testing and finalizing the radiance updates for the RAP version 4 (planned operational implementation in the early of 2018), which includes new data sets (e.g., ATMS, CrIS, IASI etc.) through direct broadcast with low latency. Some additional positive impact has been seen from the RAPv4 radiance updates through our preliminary work. We plan to expand this preliminary work to a longer retrospective period and report it in the future. We also plan to incorporate the ABI data from GOES-16 into RAP and the High-Resolution Rapid Refresh (HRRR) in the future.

Haidao Lin (CIRA/CSU and NOAA-ESRL/GSD), Steve Weygandt and Stan Benjamin (NOAA-ESRL/GSD)
Haidao.Lin@noaa.gov

This news item is based on the following article:

©American Meteorological Society. Used with permission.
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Recent Cross-track Infrared Sounder (CrIS) Changes in the Gridpoint Statistical Interpolation (GSI) Software

This article highlights recent logistics and modifications to the Gridpoint Statistical Interpolation (GSI) software to accommodate upstream and downstream changes associated with using CrIS and CrIS-FSR data.

**New CrIS Full Spectral Resolution Data**

The Joint Polar Satellite System (JPSS) Program Office and JPSS Science Teams improved the spectral resolution of the Cross-track Infrared Sounder (CrIS) on Suomi National Polar-orbiting Partnership (SNPP). This change shortened the spectral resolution and increased the channel counts for band-2 and band-3 (midwave and shortwave regions respectively). The CrIS channel counts increased from 1305 to 2211. These data are typically identified as CrIS Full Spectral Resolution or CrIS-FSR. CrIS-FSR is expected to be the standard CrIS resolution for JPSS-1 (NOAA-20) and beyond.

To identify the two different resolutions, The National Environmental Satellite, Data, and Information Service (NESDIS) Center for Satellite Applications and Research (STAR) Algorithm Scientific Software Integration and System Transition Team (ASSIST) incorporated a new flag MTYP to the CrIS BUFR template. When the flag is set to FSR the full spectral resolution data follows. The guard channels were also added to the BUFR for anyone wanting to remove the apodization. The rest of the CrIS-FSR BUFR template re-
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mains the same as the current CrIS. NESDIS/STAR/ASSIST is generating the CrIS-FSR 2211 channel data in near real time, and they are available at: ftp://ftp.star.nesdis.noaa.gov/pub/smd/opdb/letitias/NUCAPS/CrIS_HR_BUFR/

The GSI software was modified and tested to read both the CrIS and CrIS-FSR data. These changes have passed the GSI Review Committee’s requirements and are now available to all GSI users. The National Centers for Environmental Prediction (NCEP) has incorporated these GSI changes into their parallel tests and implemented them as part of the NCEP Environmental Modeling Center (EMC) 2017 Global Forecast System Update package.

**Hyperspectral Infrared Channel Subset Modifications**

GSI users have found it difficult to use all of the channels from the hyperspectral infrared instruments. Channels which couldn’t be used in their assimilation systems, for various reasons, had to be kept throughout the GSI. The alternative was to develop a subset for the various instruments such as the Atmospheric Infrared Sounder (AIRS) 281, AIRS 325, Infrared Atmospheric Sounding Interferometer (IASI) 300, IASI 616, IASI 500, and CrIS 399. In the past, GSI users were constrained to assimilating one of these designated subsets or receiving all of the channels. A few years ago the Community Radiative Transfer Model (CRTM) Team developed the ability to accommodate a user-defined subset of channels. This was the first step toward removing the specific channel subset constraints in the GSI.

The software modifications have now been incorporated into the GSI to take advantage of these user-defined subset capabilities for the hyperspectral infrared instruments. Channel use is now defined by editing the channel entries in the satinfo file. If a channel is not defined in the satinfo file, it is basically ignored by the system. The channel is not counted for array allocations, is ignored during the read routine, and the CRTM forward model is not run. This has the potential to save memory and computer time.

NCEP has taken this one step further and rejects all the monitored hyperspectral infrared channels in their early run of the global forecast model. The GSI user community now has the capability to read the full channel files (e.g., AIRS 2378, CrIS1305, CrIS-FSR 2211, and IASI 8641) or any subset of hyperspectral infrared channels, and to assimilate and monitor only those channels suitable to their current requirements.

The GSI software was modified and tested to use these subset modifications for the hyperspectral infrared instruments. These changes have passed the GSI Review Committee’s requirements and are also available to all GSI users. To take advantage of these changes for AIRS, IASI and CrIS, a recent version of the CRTM is required. NCEP has incorporated these GSI and CRTM changes in their parallel tests and implemented them as part of the NCEP/EMC 2017 Global Forecast System Update package.

**EARS/RARS and Direct Broadcast Data**

Some Numerical Weather Prediction (NWP) Centers also get satellite data via the European Organisation for the Exploitation of Meteorological Satellite (EUMETSAT)’s Early Advanced Retransmission Service (EARS)/Direct Readout And Relay System (RARS) and/or (continued on page 15)
the Direct Broadcast (DB) data available at the Space Science and Engineering Center (SSEC) at the University of Wisconsin. These data are similar, and in most cases identical, to data collected at the official satellite downlink sites and broadcast by NESDIS and EUMETSAT. The main advantage is the EARS/RARS and DB data are available with less latency for shorter data cutoff times of regional forecast models.

The GSI has had the capability to use most of the EARS/RARS data for several years. The main sensors were the Advanced Microwave Sounding Unit (AMSU-A/B), Microwave Humidity Sensor (MHS) and the High Resolution Infrared Radiation Sounder (HIRS). This capability is now expanded to include IASI, the Advanced Technology Microwave Sounder (ATMS), CrIS, and CrIS-FSR. An error was discovered in the antenna correction removal for MHS within the CRTM. This was fixed in the CRTM’s coefficient files and now can be added to the useable DB/RARS sensor list.

The GSI reads the RARS/EARS and DB data as separate files. The data are also treated separately in the GSI’s thinning routine. Priority is given to data from the official downlink sites, then to RARS/EARS and DB. The effect of this is to fill in gaps in the official data with the RARS/EARS and DB. All the data then goes through the appropriate quality control, cloud tests and is assimilated regardless of its origin.

A note is in order here: IASI data from RARS/EARS contains 500 channels versus the 616 distributed by NESDIS. The hyperspectral infrared channel subset modifications must be in place and connected to the proper CRTM coefficient files to properly use the IASI files interchangeably. All of the pieces exist but must be installed. Also, before using the MHS instruments, users must have a version of the CRTM that has the proper antenna removal coefficient files.

NCEP/EMC and the Science and Technology Corporation (STC), in collaboration with other NWP Centers, have worked out
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a 431 CrIS-FSR channel subset. This new subset is expected to be used to distribute CrIS-FSR data from the EARS/RARS and DB sites. Recently NESDIS/STAR/ASSIST has also started generating a CrIS-FSR 431 channel subset. It is available at: ftp://ftp.star.nesdis.noaa.gov/pub/smcd/opdb/lettitias/NUCAPS/CrIS_HR_BUFR_Subset/. The CrIS-FSR 431 subset was also tested and the GSI is ready when this dataset becomes available from RARS/EARS and DB.

The GSI was modified and tested to use all of the currently available instrument/satellite combinations. These changes have passed the GSI Review Committee’s requirements and are also available to all GSI users. NCEP has also incorporated these GSI changes in its parallel tests and implemented them for a portion of the sensors as part of the NCEP/EMC 2017 Global Forecast System Update package. Not all of the data and CRTM changes were available by the parallel start date.

**Review CrIS Quality Control and Thinning Routines**

Current projects are to review and potentially improve the quality control, thinning criteria, and performance of the read_cris subroutine in the GSI. The design of the CrIS instrument posed some unique challenges to the way it is used, specifically the fields of view within a field of regard twist along the scan line. A post-launch change also included adding cloud information into the BUFR file, which can be used for quality control.

Two quality control procedure changes are also being tested. All FOVs within a FOR are now reviewed instead of FOV=5, and the channel validity check is now last. In looking at all FOVs, the scan angle tests were updated to account for the sensor twist. Adding all of the FOVs increased the total number of profiles by about 500 in each GDAS cycle. The channel validity check converts the radiances in the BUFR file to Brightness Temperatures, then checks to see if the Brightness Temperatures are reasonable. The time needed to convert radiances to brightness temperatures increases as the number of channels increases. Moving this conversion and validity check to be the final test allows all of the other tests to reject a profile before the time is taken to do this conversion.

Cloud information (cloud amount, cloud height) derived from the Visible Infrared Imaging Radiometer Suite (VIIRS) was added to the BUFR file after SNPP launch and is currently being updated. This information is now part of the thinning routine where the profile with the lowest clouds (or no clouds) is chosen. If the VIIRS cloud information is missing, the read_cris subroutine reverts to using a surface channel to determine the clearest profile. The original test chose the profile with the warmest brightness temperature. This has been modified to use the profile with the warmest surface channel temperature which is colder than the model surface temperature. Any profile with a surface channel temperature warmer than the model surface temperature is considered clear. If there are multiple clear profiles, the one closest to the center of the thinning “box” is chosen. The GSI software modifications for this project are currently in a branch within NCEP’s Software Management System (subversion) and are starting the review process.

Tests are being conducted with NESDIS/STAR/ASSIST, NESDIS Advanced Satellite (continued on page 17)
Products Branch (ASPB) and the STAR JPSS Cloud Team to improve the cloud information in the CrIS-FSR BUFR file. Once completed, the new VIIRS cloud algorithm will be transitioned to NESDIS Operations and be included in the CrIS-FSR BUFR for JPSS-1.

**Review the CrIS Channel Selection Used by NCEP’s GDAS/GFS**

When the radiances from certain instruments, like CrIS and IASI, are apodized, their channel errors become correlated with neighboring channels. NWP Centers are moving toward using channel correlation matrices to characterize these channel inter-dependencies and to more effectively use various channels in their assimilation systems. The Centers are showing modest forecast skill improvements by doing this. As a result, the Cooperative Institute for Meteorological Satellite Studies (CIMSS) is working with NCEP/EMC to generate this matrix for CrIS-FSR. Some modifications to the matrix generation software as well as two different techniques are being investigated. Figure 1 is a CrIS-FSR correlation matrix derived from the technique NCEP/EMC currently plans to use.

*James Jung (CIMSS, University of Wisconsin, Madison, WI)*  
*jim.jung@noaa.gov*
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On July 11–14, the Community Gridpoint Statistical Interpolation and Ensemble Kalman Filter (GSI/EnKF) Data Assimilation System Tutorial was successfully hosted by the Developmental Testbed Center (DTC), the NCEP Environmental Modeling Center (EMC), and the JCSDA, in a collaborative effort.

The NOAA Center for Weather and Climate Prediction (NCWCP) hosted the first three days of the tutorial and the last half-day of the tutorial took place on the campus of University of Maryland, College Park, Maryland.

This marked the seventh Community GSI tutorial and the second for EnKF. This joint tutorial continues to be an important outreach event for the data assimilation community, providing descriptions and usage details for these operational data assimilation systems.

The latest tutorial reached maximum capacity with 53 registered participants. They came from government, academia, and the private sector, from both the United States and the international community.

This tutorial included both lectures by invited speakers and practical hands-on sessions, tailored for the latest GSI and EnKF code to be released by September 2017. Speakers came from major development and support teams, including NCEP, NASA, NOAA, NCAR, JCSDA, the DTC, and University of Maryland. The lectures covered fundamental topics (compilation, run, and diagnostics) and advanced topics (e.g., pre-processing, radiance and radar data assimilation, EnVar, and code infrastructure). Practical sessions throughout the tutorial included instructed practice as well as an open forum where participants installed and ran GSI and EnKF, using their cases on their own computers.

The presentations and lectures from this tutorial are posted at http://www.dtcenter.org/com-GSI/users/docs/index.php.

For more information on the GSI and EnKF systems and their joint community support, please visit: http://www.dtcenter.org/com-GSI/users/index.php and http://www.dtcenter.org/EnKF/users/.

Hui Shao (Developmental Testbed Center)
huishao@ucar.edu
Welcome Sandra Claar

Sandra Claar is delighted to be returning to NOAA after nearly a four-year separation. Sandra is replacing Ana Carrion as the face of the Joint Center for Satellite Data Assimilation and will be providing administration support. Previously Sandra was an Action Officer, working for more than five years with both the National Polar-orbiting Operational Environmental Satellite System (NPOESS) and Joint Polar Satellite System (JPSS). After being on the side of building the satellites, she is looking forward to learning about the data coming from those satellites.

Working for the nation’s weather satellites program feels full circle for her. Sandra’s original career goal was to be a planetarium director. She not only wanted to run the equipment; she also wanted to write and design the shows. To that end, she skipped through a number of majors in college to get an arts and science background. She started as an Earth and Space Science Education major and graduated with a Theater degree. It goes without saying that she has a passion for both.

Sandra spent more than 10 years working professionally in theater, focusing on the technical and business sides of the industry. She is not an actor but she does have one professional acting credit. Sandra was the understudy to the understudy to the dead body in “Arsenic and Old Lace” and yes, she did get on stage once. You can laugh now. (Bonus points if you know that title!)

When she is not working at the JCSDA, Sandra enjoys playing with her two fur-sons, Sebastian (a 8-year-old English cocker spaniel named for Sebastian Cabot) and Scotty (a 7-month-old orange tabby named for Lt. Commander Montgomery Scott). (More bonus points if you know both those references!) Her other interests include archaeology, travel, science fiction and fantasy, and metaphysics and the paranormal. Sandra is also a writer, currently studying copywriting, and is researching several creative projects. Her goal is to move to Hawaii and live out her days writing on the beach.

sandra.claar@noaa.gov

The Joint Center for Satellite Data Assimilation is currently seeing qualified candidates to fill several varied job openings. Descriptions of these positions and directions for applying may be found via the University Corporation for Atmospheric Research the Cooperative Programs for the Advancement of Earth System Science (UCAR/CPAESS) webpage:

https://cpaess.ucar.edu/employment-announcements

Opportunities in support of JCSDA may also be found at http://www.jcsda.noaa.gov/careers.php as they become available.
EDITOR’S NOTE

I hope you have found this edition of the JCSDA newsletter interesting and informative. I am always grateful for the time and effort taken by contributing authors to document their work for this audience. In the course of preparing the last several issues, I have become even more grateful, perhaps, for the diligence of assistant editor Biljana Orescanin, who has sought out contributors and maintained contact with them through the process, preparing and editing articles so that the finished publication is well written—and timely. It is no exaggeration to state that the Quarterly has been revitalized as a consequence of her unflagging zeal.

It is appropriate now to consider how to make the newsletter even better and more relevant. When I reflect upon which publications are most meaningful to me, I notice that they share a common distinguishing factor, namely that they facilitate communication within and among a community, and not merely to that community. With the goal of evolving to such a state, I challenge our readership—you!—to become more proactive with the newsletter. I encourage you to reach out to the editorial staff with your own suggestions for articles. Moreover, I welcome comments on previously published articles, opinion pieces, and letters to the editor, and of course, notices of upcoming events and opportunities of interest to the JCSDA readers.

I appreciate the opportunity to extend this proposal to you. The regular Note from the Director will return in this space in the next issue!

Best regards,

Jim Yoe
JCSDA Chief Administrative Officer and Editor
james.g.yoe@noaa.gov

Unsolicited articles for the JCSDA Quarterly Newsletter are encouraged as are suggestions for seminar speakers or topics. Please send them to Biljana Orescanin, biljana.orescanin@noaa.gov.
## SCIENCE CALENDAR

### MEETINGS AND EVENTS SPONSORED BY JCSDA

<table>
<thead>
<tr>
<th>DATE</th>
<th>LOCATION</th>
<th>TITLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tentative Dates:</td>
<td>Tentative Location:</td>
<td>JCSDA Summer Colloquium on Satellite Data Assimilation*</td>
</tr>
<tr>
<td>July 22-August 3, 2018</td>
<td>Bozeman, MT</td>
<td>JCSDA 16th Technical Review Meeting &amp; Science Workshop on Satellite Data Assimilation</td>
</tr>
<tr>
<td>TBD 2018</td>
<td>TBD</td>
<td>JCSDA 16th Technical Review Meeting &amp; Science Workshop on Satellite Data Assimilation</td>
</tr>
</tbody>
</table>

* More information to come in the next issue or in a separate announcement.

JCSDA seminars are generally held on the third Wednesday of each month at the NOAA Center for Weather and Climate Prediction, 5830 University Research Court, College Park, MD. Presentations are posted at [http://www.jcsda.noaa.gov/JCSDASeminars.php](http://www.jcsda.noaa.gov/JCSDASeminars.php) prior to each seminar. Off-site personnel may view and listen to the seminars via webcast and conference call. Audio recordings of the seminars are posted at the website the day after the seminar. If you would like to present a seminar, contact Ling Liu, ling.liu@noaa.gov, or Biljana Orescanin, biljana.orescanin@noaa.gov.

### MEETINGS OF INTEREST

<table>
<thead>
<tr>
<th>DATE</th>
<th>LOCATION</th>
<th>WEBSITE</th>
<th>TITLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>October 23-27, 2017</td>
<td>ECMWF (Reading, UK)</td>
<td><a href="https://events.oma.be/indico/event/18/page/7">https://events.oma.be/indico/event/18/page/7</a></td>
<td>13th Stratosphere-troposphere Processes And their Role in Climate (SPARC) Data Assimilation workshop</td>
</tr>
<tr>
<td>January 7–11, 2018</td>
<td>Austin, TX</td>
<td><a href="https://annual.ametsoc.org/2018/">https://annual.ametsoc.org/2018/</a></td>
<td>98th AMS Annual Meeting</td>
</tr>
</tbody>
</table>